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Automated systems that are 

capable of performing tasks 

(behaving) in a way that would 

require human intelligence for 

humans to perform

Different technologies have different 

capabilities for how they are 

developed (learning from data or from 

human-encoded explicit knowledge) 

and how they can act (parsing 

language vs. images etc.)

What is Artificial Intelligence? 



What is Artificial Intelligence?

expert systems, 
knowledge standards,
rules and dynamic 
logic-based inference

1990s

growing applications of data-
driven supervised machine 
learning in imaging, pathology, 
discovery, diagnosis and 
prognosis

2000s

deep learning with artificial 
neural networks, big data, 
growing compute resources

2011+

really big data, transfer learning, 
large-scale general-purpose 
generative pre-trained models for 
language, images and more

2017+

“good old-fashioned AI”

“traditional machine learning”

“black box”, data bottleneck

“black box” and unknown data



Language-based AI: A new frontier for automated systems

– Prior to 2022, no automated system existed 

with sufficient mastery of human languages 

to support medical knowledge management, 

patient query responses etc. 

– The breakthrough advance in capabilities in 

AI-based large language models (LLMs) 

was due to congruent advances in model 

architectures, training methods, hardware 

and data availability

– Now we have many alternative models and 

tools with similar capabilities, both 

commercial and open-source 
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A huge range of applications of such models is foreseen in every field
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https://www.nature.com/articles/s43856-023-00370-1



What are (generative) large language models?

– A language model is a large-scale trained neural network able to compute likelihoods of 

word sequences and other statistical features of human languages

– How likely is a given sequence of words?   Which word is likely coming next? 
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The

The cat 

The cat in 

The cat in the 

The cat in the hat

The cat in the hat sat 

The cat in the hat sat on

The cat in the hat sat on the

The cat in the hat sat on the mat



Observing word likelihood ranking in real-time: Google Search
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How are AI language models produced? 

Masked language modelling: Self-supervised training to predict 

missing parts of text

Reinforcement learning from human 

feedback: Supervised training to 

conform to expected interaction 

patterns
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https://huyenchip.com/2023/05/02/rlhf.html



What have AI language models learned?

– Content

– Medical Knowledge: Diseases, Treatments, Recommendations, Guidelines

– Form

– Email format, Discharge letter etc.

– Style

– Formal vs. Informal

– Academic vs. Layperson

– Warm, empathetic, cold, clinical, …
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Not only ‘language’ but multiple ‘modalities’
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e.g. GPT 4o



Text to image generation – an example of multi-modal AI in action

“a cat in the style of a medieval painting” “a cat in the style of a surrealist painting”



Could we imagine using AI to support communication in the ER? 

12



JAMA Intern Med. 2023;183(6):589-596.

Could we imagine AI expressing empathy?



Patient enquiries (fictional…)
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“A workday for a quality improvement professional with AI” 
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https://www.ihi.org/insights/current-generation-ai-tools-three-considerations-quality-leaders



Coming back to our quality improvement professional…
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https://www.ihi.org/insights/current-generation-ai-tools-three-considerations-quality-leaders
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1. Language models, privacy and security

– Commercial models such as ChatGPT currently have the best performance for many tasks and are 

relatively inexpensive to run (through provided APIs)

– However, important aspects of their performance are out of the control of the user (e.g. system prompt, 

dataset used, regularity of updates vs. verification)

– And they require sharing potentially private data with a third-party commercial organisation

– Open models can run on own 

hardware, privately

– They can be fine-tuned on own data

– They can be fixed at a given release and not

updated until the next release has been sufficiently

tested in your own use case

– Some open models also open their datasets

HuggingFace open LLM leaderboard

Open Models, Own Installation, Own Hardware



2. Research example: Semi-automating systematic review screening

22.10.20

24

Slide 18 Dennstädt et al., Systematic Reviews 2024



3. Research example: Semi-automating qualitative interview analyses
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Wosny and Hastings, “Applying Large Language Models to Interpret Qualitative Interviews in 

Healthcare”, MIE 2024



However, beware of challenges and risks when using AI
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Language models are approximation engines – they do not really 

understand the world that they represent

“Two people go for a walk by a lake”



Language models make things up
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Characteristics of the kind of information that commonly reflects errors: 

- It is rare (e.g. as here, each publication is unique)

- Approximation is insufficient (e.g. as here, the exact titles matter)

- There is a ground truth (e.g. as here, there are real publications)

- Depends on lookup or logic or other capabilities which such models do 

not have



Language models are not logical
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“A room that does not have 

an elephant in it”

Language models are not 

good at processing logical 

operators – such as 

negation



Counting 

22.10.20

24

Slide 24 GPT-4o / DALL-E

Seven elephants? 

In language models, 

numbers are 

embedded according 

to their use in similar 

contexts – not their 

actual quantitative 

meaning



Apparent reasoning is easily led astray – here’s a (nonsensical) puzzle
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Image generated by Stable Diffusion 3



Manifest lack of an internal model can be hilarious or disturbing
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https://www.youtube.com/watch?v=0A2-Af5JEWU



Bias in LLMs
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Assessing the potential of 

GPT-4 to perpetuate 

racial and gender biases 

in health care: a model 

evaluation study

Zack et al. Lancet Digital 

Health 2023

https://www.thelancet.co

m/action/showPdf?pii=S2

589-

7500%2823%2900225-X



Generative models are full of biases and stereotypes

Hastings, ”Preventing Harm from Non-Conscious Bias in Medical Generative AI”, Lancet Digital Health



What can we do about it? 

– Careful reflection and selection of application scenarios -- know when we need a human; 

when the pretence or appearance of being a human is insufficient. 

– Build ‘grounded’ models -- know when we need ‘approximate’ responses or ‘exact’ 

responses, and use a database to look up the responses in the latter case.

– Improve training data and investigate the impact of the training data on the model 

performance and outputs, particularly around biases and problems

– Develop better models through enhanced algorithms including neuro-symbolic 

approaches that blend formal representation and reasoning (cognitive-inspired AI 

processes) with lower-level statistical associative learning from data 
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Hastings, ”Preventing Harm from Non-Conscious Bias in Medical Generative AI”

Lancet Digital Health 2024



Conclusions

– AI is a powerful tool with great potential as 

an assistant for an enormous range of 

scenarios

– However, this tool should be used critically

and with caution, not blindly 

– AI models are not actually thinking as 

humans do, even if they produce human-

like text or outputs

– We must be mindful of the possible biases 

and non-human-like errors AI can make

22.10.20

24

Slide 30

https://stablediffusionweb.com/image/18170352-

modern-twist-on-michelangelo-s-creation-of-adam
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